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Abstract: Generative Artificial Intelligence (AI) (GenAI) has emerged as a 

transformative force in various fields, and its potential impact on education is 

particularly profound. This chapter presents the development trends of “GenAI 

in Education” by exploring the technical background, diverse applications, and 

multifaceted challenges associated with its adoption in education. The chapter 

briefly introduces the technical background of GenAI, particularly the 

development of large language models (LLMs) such as ChatGPT & Co. It 

provides key concepts, models, and recent technological advances. The chapter 

then navigates through the various applications of GenAI or LLMs in 

education, examining their impact on different levels of education, including 

school, university, and vocational training. The chapter will highlight how 

GenAI is reshaping the educational landscape through real-world examples and 

case studies, from personalized learning experiences to content creation and 

assessment. It also discusses various technical, ethical, and 

organizational/educational challenges to using technology in education. 
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Introduction 

In recent years, Artificial Intelligence (AI) has made remarkable progress 

in all areas of life, including education. Particularly with advances in 

generative AI (GenAI), its applications in teaching and learning have attracted 

stakeholders like students, educators, researchers, and educational institutes 

worldwide [1]. The development of tools, such as ChatGPT and Dall-E, has 

further enriched the field by engaging students and teachers in real-time 

conversations with large language models (LLMs) to create expressive artwork 

and digital images. Generative artificial intelligence (GenAI) is at the forefront 

of artificial intelligence and machine learning, focusing on generating new 

content, such as text, images, music, video, code, or other data types. Unlike 

traditional AI methods that categorize data into predefined classes, GenAI 

models learn the underlying patterns and relationships within data to generate 

entirely new content. This ability of GenAI models to create new content offers 
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immense potential for revolutionizing the educational landscape. Some 

examples include applications that facilitate personalized learning experiences 

tailored to the unique needs of each learner; increased accessibility for students 

facing challenges, such as learning disabilities, anxiety, or language barriers; 

and support for a variety of tasks, such as coding, writing, art, music, etc. In 

addition, GenAI enables teachers to provide constructive feedback at scale, 

fostering iterative learning and improving writing skills. Furthermore, GenAI 

helps educational institutions provide customized support and information to 

students, automate tasks such as scheduling events, and generate promotional 

content, etc. 

 

Despite the potential innovations and opportunities, concerns and risks are 

also associated with using GenAI in education. For example, the ability of 

ChatGPT to correctly answer many practice and exam questions has raised 

concerns among many educational stakeholders about the use of artificially 

generated solutions [2]. Teachers‟ initial concerns are that students may use 

ChatGPT to cheat on their assignments. Teachers may struggle to determine 

the difference between artificially generated and human-generated content. 

This scenario leads to undermining the whole assessment and grading process, 

and a natural demand has arisen to detect the content of GenAI via some other 

AI tools, such as TurnItIn, GPTZero, or OpenAI‟s classifier. However, in the 

absence of other evidence, technical methods currently need to be more helpful 

in regulating the use of AI in the classroom. The Education Technology Lab 

(EDTec Lab), German Research               Center for Artificial Intelligence 

(DFKI) Berlin, advocates an objective assessment of the potential and 

limitations of the technology and warns against software that claims to be able 

to automatically recognize text generated by ChatGPT [3]. Other concerns 

include personal data privacy and security, academic dishonesty‟s 

consequences, students‟ overestimation of GenAI‟s capabilities and 

trustworthiness, and the inadvertent reinforcement of biases through system 

output and user interaction. It has led to a debate, in which some educational 

institutions have banned the use of ChatGPT or similar GenAI tools for 

students. In contrast, others have welcomed the ethical and transparent use of 

GenAI tools in education. Policymakers and educators have initiated 

disseminating guidelines for students, teachers, and educational institutions 

aiming to promote academic integrity, ensure accessibility, and encourage 

ethical applications of this technology in educational settings [4, 5, 6]. 

Generative AI (GenAI) has the potential to formulate knowledge models 

and guide cognitive activities, aid learning while learners actively engage as 
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collaborators, and empower learners to control their own learning experiences. 

These tools reflect complex thought processes fundamental to human 

understanding and are potent resources for students and educators. 

Innovations like AI-generated content and adaptive learning platforms are 

reshaping how educational content is delivered and consumed, making learning 

more accessible and tailored to individual learner‟s needs [1]. This chapter aims 

to provide a comprehensive overview of GenAI in education, briefly describe 

technical foundations, and highlight its emergent opportunities while 

acknowledging the challenges that must be addressed to ensure its responsible 

and equitable implementation. 

What is generative AI? 

Before ChatGPT was launched in late 2022, the public domain was 

primarily influenced by what‟s known as discriminative AI. This form of AI 

specializes in sorting and categorizing information, serving as a foundational 

tool in many applications. However, the narrative began to shift with the rise of 

generative AI, particularly marked by the public availability of models like 

ChatGPT. Despite sharing common technological underpinnings, generative 

and discriminative AI diverge significantly in their objectives. Discriminative 

AI is adept at discerning and differentiating between various data categories. In 

contrast, generative AI aims to synthesize new content or outputs, drawing 

upon the inputs it receives and the extensive data understanding it has 

developed through its training [7]. 

Generative AI is a type of AI technology that autonomously creates content 

in response to natural language prompts through conversational interfaces. 

Unlike traditional methods that mainly curate content from existing web 

sources, generative AI actively generates new material. This content spans 

various formats embodying different aspects of human cognition, including 

natural language texts, images, videos, music, and even software codes. 

Training generative AI models frequently involve unsupervised learning 

methods, which allow these models to process and comprehend large volumes of 

data autonomously. The goal is to discern patterns in the structure or creation 

of these data, enabling the AI to emulate and reproduce these patterns. 

Text generative AI 

Text generative AI employs a specific type of artificial neural network 

(ANN) called a general-purpose transformer. Within this category, a particular 

form called a large language model (LLM) is prevalent. These systems are often 

called LLMs due to their extensive linguistic capabilities. The type of LLM 

utilized in text generation AI, such as ChatGPT, is known as a generative pre-
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trained transformer, or GPT. The „GPT‟ in „ChatGPT‟ reflects this underlying 

technology. 

ChatGPT is built on GPT-4, a version developed by OpenAI, which 

represents the latest evolution in their GPT series (as of the time the book 

chapter was written). Each new iteration of OpenAI‟s GPT has shown 

significant improvements over its predecessors, driven by advancements in AI 

architectures, training methodologies, and optimization techniques. A notable 

aspect of its continuous development is the increasing scale of data used for 

training and the exponential growth in the number of parameters. 

These parameters are akin to metaphorical knobs, fine-tuning the 

performance of the GPT. They include the model‟s „weights‟, and numerical 

values dictating how it processes input data and generates output. As of GPT-4, 

the model substantially increases these parameters, enabling more nuanced 

and sophisticated responses than earlier versions. This evolution reflects 

OpenAI‟s commitment to enhancing the capabilities and accuracy of its 

language models, ensuring they remain at the forefront of AI technology in text 

generation. 

Image generative AI 

Image generative AI, such as Dall-E and Stable Diffusion, primarily 

leverage Diffusion Models, a type of ANN that differs from traditional 

generative adversarial networks (GANs). These Diffusion Models operate by 

gradually learning to reverse a process that adds random noise to an image. 

Initially, the model introduces noise to a clear image, transforming it into a 

completely random pattern. It then learns to reverse this noise addition during 

generation, effectively reconstructing the original image from randomness. 

This process begins with a random pattern and then iteratively refines this 

pattern into a coherent image that aligns with a given prompt. Unlike GANs, 

which involve a generator and discriminator working in opposition, Diffusion 

Models rely on a single neural network that predicts how to remove noise at 

each step. Over numerous iterations, this network becomes adept at creating 

detailed and realistic images from noisy inputs. 

Diffusion Models have shown remarkable capability in generating high-

quality images that are often more detailed and varied than those produced by 

GANs. They excel in creating diverse outputs based on textual descriptions, 

from realistic photographs to artistic renderings. This advancement in AI-

driven image generation represents a significant shift from the GAN-based 

approach, offering more flexibility and potential for creative applications. 

Preliminary of multimodal generative AI 
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Text and image-generative AI models excel in text-image-based tasks but 

are limited to their specific data types and cannot simultaneously process 

images, videos, or audio. This limitation is crucial in real-world applications 

where multimodal data are shared. To bridge this gap, Multimodal Large 

Language Models (MLLMs) [8] and Large Vision Models (LVMs) [9] have been 

developed. MLLMs and LVMs combine a large language model with multimodal 

adaptors and various diffusion decoders, allowing them to process and generate 

outputs across different media formats. 

The concept of multimodality in these models is inspired by human 

communication, which often involves multiple channels. MLLMs and MLVMs 

are trained on extensive multimodal datasets, including image captions, video 

descriptions, and audio transcripts. They can recognize patterns in these data 

and generate coherent outputs that match the input modality. Despite these 

advancements, integrating new modalities into existing models remains 

challenging. It requires extensive data that include the new modality and often 

necessitate retraining from scratch, demanding significant computational 

resources and data quality efforts. Several recent frontier research studies have 

been devoted to this future direction, for example, Emu2 [10] and Google 

Gemini [11]. 

Overall, AI is moving towards more adaptable, efficient, and versatile 

systems capable of handling a broader range of tasks and data types, reflecting 

a more holistic approach to artificial intelligence. 

Applications of generative AI in education 

Generative AI (GenAI) can be used in a variety of educational contexts, 

from creating innovative content and generating personalized learning 

materials to automating assessment and feedback. For example, students can 

use GenAI to help with homework or explore creative writing and art, educators 

can use these tools to create engaging teaching materials or to provide 

personalized learning experiences, and institutes can use GenAI to improve 

their administrative and educational services. GenAI applications can be used 

as standalone tools or integrated into other systems or platforms. In 

conjunction with different forms of AI, GenAI models, especially LLMs, can 

enhance and support learning activities at all levels of education. A recent 

report published jointly by the German Research Center for Artificial 

Intelligence (DFKI) and mmb Institut GmbH for the Deutsche Telekom 

Foundation highlighted applications of AI in school education [12]. The report 

mentions the practical use cases of GenAI models like ChatGPT in school 

education. It provides a structured overview of AI systems benefiting learners, 

educators, and institutes and shaping everyday school life in the future. In the 
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context of INVITE -innovation competition funded by the German Federal 

Ministry of Education and Research (BMBF), VDI/VDE-IT comprehensively 

introduces LLMs and their transformative impact on continuing vocational 

training [13]. Kasneci et al. presented many possibilities that can be realized 

using GenAI models such as ChatGPT or other LLMs [14]. They highlighted 

how these models can be used to create educational content, improve student 

engagement and interaction, and personalize learning experiences while 

emphasizing that the use of LLMs in education requires students and teachers 

to develop a set of competencies and literacies necessary to understand both the 

technology and its limitations, as well as the unexpected brittleness of such 

systems. 

The applications of AI in education can be divided into three categories: 

student-supporting applications, teacher-supporting applications, and institute- 

or system-supporting applications [15]. In addition to providing support in 

these three categories, they also have the potential to promote learning 

activities for children with disabilities, support online and collaborative 

learning, and boost professional development and training. This section 

provides an overview of some of the applications of GenAI supporting learning 

and educational activities in these directions. 

Student-supporting applications 

Generative AI (GenAI) has the potential to serve as a learning companion 

and support educational activities at all levels. Students can use GenAI as a 

general search tool to get answers to their immediate questions about a specific 

topic, get support in completing homework or preparing for their exams, and 

learn new skills. 

Support in primary to higher education 

In primary school education, GenAI can help children improve their 

reading and writing skills by suggesting syntactic and grammatical 

improvements. It can also improve writing style, develop critical thinking skills, 

and improve reading comprehension by providing students with summaries and 

explanations of complex texts, making the material more accessible. In a recent 

study, Han and Cai present a visual storytelling prototype based on generative 

AI tools, such as ChatGPT, Stable Diffusion, and Midjourney, for children‟s 

creative expression, storytelling, and literacy development. It was found that 

generative AI could significantly enhance reading and writing skills and 

promote creative storytelling and literacy development in young learners [16]. 

Another study on the use of GenAI, specifically ChatGPT 3.5 and 4, in primary 

school education, showed its potential to personalize learning material and 

cater to students‟ diverse knowledge and learning abilities. The study involved 
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110 students and demonstrated that generative AI could support motivated 

learning and skill development, suggesting a promising future for its use in 

school education [17]. 

 

Generative AI (GenAI) can provide valuable support for middle and high 

school students in language acquisition and mastering different writing styles 

in subjects such as language and literature. GenAI can also help students 

prepare for their exams and assessments. GenAI tools can generate practice 

problems and quizzes for subjects like mathematics and physics that help 

improve the studied material‟s understanding, contextualization, and retention. 

They also help to improve problem-solving skills by providing students with 

detailed explanations, step-by-step solutions, and engaging supplementary 

questions. This approach clarifies the reasoning behind solutions, promotes 

analytical thinking, and encourages creative problem-solving strategies. There 

is also a potential for GenAI, specifically LLMs, to enhance science, technology, 

engineering, and mathematics (STEM) education with a multimodal analogical 

reasoning approach. A study by Cao et al. demonstrated how GenAI transforms 

intricate principles in mathematics, physics, and programming into 

comprehensible metaphors and converts them into visual form to augment the 

educational experience further [18]. Khanmigo.ai, for example, powered by 

GenAI tools, provides a whole bunch of services to support students in 

improving their writing and critical thinking skills, supporting them in 

preparation for their maths quizzes, and even helping them with real-time 

feedback, debate, and collaboration. Similarly, tools.fobizz.com provides a suite 

of GenAI-powered tools to support both educators and learners. 

At the university level, GenAI models such as ChatGPT are recognized for 

their role in supporting research, completing assignments, and fostering the 

development of critical thinking and problem-solving skills. These tools can 

enhance students‟ research skills by providing access to comprehensive 

information and relevant resources on specific topics. Students can use these 

tools to create summaries, organized outlines, and initial sketches of their 

intended research subject. These tools can also help students efficiently 

comprehend important concepts and simplify their writing processes. 

Furthermore, LLMs can be used to find unexplored areas and current research 

trends, enhancing students‟ understanding of the subject matter and 

facilitating analytical analysis [14]. For example, Castillo-Segura et al. 

demonstrate the potential of generative AI in accelerating the research process, 

specifically in conducting systematic literature reviews in academia. This 

research compares six GenAIs (Forefront, GetGPT, ThebAI, Claude, Bard, and 
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H2O) with their respective large language models (LLMs) when classifying 596 

articles in the screening phase of a systematic review in the field of medical 

education. It has been observed that Generative AI tools can significantly 

reduce the time and effort required for systematic literature reviews (SLRs) by 

facilitating article identification and classification, demonstrating the practical 

benefits of AI in academic research [19]. Jonsson & Tholander present a study 

of a group of university students using generative machine learning to translate 

from natural language to computer code. The study explores how AI can be 

understood in terms of co-creation, focusing on how AI may serve as a resource 

for understanding and learning and, on the other hand, it affects the creative 

processes [20]. 

Support in professional education 

The integration of AI into daily life and the workplace is increasing, 

making it crucial to prepare students for future technological demands. 

According to the World Economic Forum, AI integration will result in a mixed 

job outlook by 2027, with 25% of companies anticipating job losses and 50% 

expecting job growth. This trend highlights the significance of providing 

students with skills in emerging technologies [21]. Familiarity with AI and 

chatbots may become essential for entering the workforce. Furthermore, 

technology companies like Google and Microsoft have already announced plans 

to integrate AI into their products, indicating the increasing prevalence of AI in 

various products and services [22, 23]. Given these developments, the use of AI 

technologies in education prepares students for future job markets and offers 

opportunities to enhance learning beyond traditional methods. 

Large language models (LLMs) have the potential to enhance professional 

training in a wide range of fields by providing tailored support for the 

development of specific competencies that are critical for different professional 

environments. By fine-tuning LLMs on domain-specific corpora, these models 

can generate industry-specific language and help learners acquire the 

specialized vocabulary and stylistic nuances needed to write technical reports. 

This extends the capabilities of LLMs beyond general language processing to 

specialized training tools that can simulate real-world professional writing and 

communication scenarios. For example, the adaptability of LLMs to specific 

professional needs, such as programming, report writing, project management, 

decision-making, etc., underlines their usefulness in enhancing skills critical to 

modern workplaces. Tools such as GitHub Copilot, powered by OpenAI‟s Codex, 

show how AI can assist with real-time coding tasks, suggesting code 

completions and providing programming insights directly within the coding 

environment [24]. Such tools can help generate code, understand programming 
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languages, and even offer debugging support, making them invaluable tools for 

novice and experienced programmers. The role of LLMs in professional training 

also emphasizes the importance of domain-specific tuning and the integration of 

professional expertise to maximize their effectiveness [14, 25]. In the medical 

field, for example, LLMs can simulate patient interactions, help with the 

generation of medical reports, and even assist in medical research by providing 

up-to-date information and generating hypotheses based on current medical 

literature [26, 27]. Pavlik discussed the potential of generative AI platforms 

such as ChatGPT for journalism and media education, highlighting the 

importance of understanding the capabilities and limitations of such 

technologies [28]. However, integrating LLMs into professional education 

requires a collaborative approach involving educators, industry professionals, 

and AI developers. This collaboration ensures that LLMs are fine-tuned for 

technical accuracy, ethical considerations, professionalism, and the nuanced 

understanding required in specific fields. 

Support in learning with disabilities 

Generative AI can help people with disabilities or neurodivergent in the 

context of education, work, and leisure. By developing inclusive learning 

strategies, GenAI can help create adaptive writing tools, translate complex 

texts into more accessible formats, and highlight key content across different 

media, ensuring that educational content is accessible to all students, 

regardless of their disabilities. For example, GenAI-powered applications such 

as “goblin.tools” can help children with Attention Deficit Hyperactivity Disorder 

(ADHD) to simplify tasks they find overwhelming or difficult [29]. LLMs can be 

seamlessly integrated with speech-to-text and text-to-speech solutions to assist 

the students with visual impairments. Earlier research into the use of video 

models to teach generative spellings to a child with autism spectrum disorder 

also showed a potential of employing GenAI for the generation of such video 

models [30]. For example, GenAI models can be integrated into virtual reality 

(VR) and extended reality (XR) technologies and can provide a wide range of 

innovative use cases and interaction concepts that can help to reduce barriers 

for people with specific physical or mental needs, e.g., through simulations, 

gamification, or training scenarios [31, 32]. 

Because GenAI has the potential to reflect and perpetuate societal biases, 

including those related to disability, the use of these technologies must be 

undertaken with careful consideration of the ethical implications, potential 

biases, and the need for professional oversight to ensure that the benefits of 

LLMs are shared equitably among all learners, including those with disabilities 

[33]. There is also a need to work with therapists, educators, and other 



 THEORY AND ANALYTICAL ASPECTS OF RECENT RESEARCH 
International scientific-online conference 

Part 27:  JULY 9th  2024 

~ 107 ~ 
www.interonconf.org 

professionals to meet the specific needs of learners. The interactions of people 

with disabilities with LLMs also highlight the need to involve those with lived 

experience of disability in the development and training of LLMs to ensure that 

these models serve as empowering tools rather than sources of further 

marginalization [34]. 

Teacher-supporting applications 

Teachers use GenAI to enhance their pedagogical activities and ensure 

students develop the desired learning outcomes. GenAI helps them create 

tailored learning materials, generate assignments and quizzes, provide 

feedback, and assist in developing or assessing student exams [14]. 

Support in creation of learning material 

Generative AI (GenAI), specifically LLMs, can be used to create learning 

content, exercises, quizzes, presentation slides, etc., for a wide range of subjects 

and educational levels that can be adapted to meet the diverse needs of 

students [35]. For example, LLMs can support curriculum development, 

teaching methodologies, personalized study plans and learning materials, 

student assessment, and more in medical education [36]. Similarly, Rüdian & 

Pinkwart presented the use of LLMs (ChatGPT 3.5) in generating learning 

content for a concrete micro-learning template in German language teaching. 

Teachers provide a topic as input, and the approach then elicits the required 

information with instructional prompts and combines responses into a language 

learning unit. The quality of the generated learning units was assessed for 

correctness and appropriateness. The results showed the best performance, but 

the need for “teacher-in-the-loop” is suggested [37]. Based on some existing 

ideas, teachers can also use GenAI to create innovative discussion topics, 

animations, and short stories to enhance student engagement or group 

discussion. Considering the example of creating model texts, LLMs can be 

asked to “create a discussion about the use of AI in school” and the generated 

texts can then be adapted by the teacher according to the didactic goal of the 

learning content [12]. 

 

Support in teaching activities 

Generative AI (GenAI) can help teachers provide personalized learning 

experiences for students by analyzing their responses to specific learning tasks. 

GenAI can give feedback, hints, or suggestions for learning tasks or generate 

materials matching the student‟s learning needs or skills. For example, LLMs 

can support teachers in creating inclusive learning activities, questions, and 

assessment exercises or quizzes targeted to students at different levels of 

knowledge, ability, and learning styles. Phung et al. present a study on 
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programming showing how GenAI can improve STEM education. Their 

research highlights the broader capabilities of GenAI to support learning and 

human tutors in different programming education scenarios. It does so by 

providing personalized digital tutoring, generating hints, and creating tasks 

and explanations [38]. Such support can save teachers time and effort in 

creating personalized materials and allow them to concentrate on other aspects 

of teaching. 

Support in grading of assignments 

Generative AI (GenAI) can support teachers by automating the grading of 

assignments or exams and providing immediate feedback to students. For 

instance, LLMs can be used to identify potential strengths or weaknesses in 

written essays or other writing assignments and provide individualized 

feedback to students [39, 40]. It speeds up the individual evaluation process and 

allows for more consistent and objective grading [41]. Furthermore, LLMs can 

also be used to detect plagiarism, which can help to prevent cheating on 

submitted writing assignments. Additional AI tools can also be used to analyze 

assessment data to identify trends, such as common areas where students 

struggle, enabling targeted interventions to support learning. 

Support in administration activities 

Large language models (LLMs) can support educational institutions 

through chatbots to provide instant answers to questions on various 

administrative topics. For example, LLMs can be used to respond to queries 

from potential applicants and provide them with up-to-date information. These 

models can help existing students register for courses and provide 

administrative information, such as courses, exams, schedules, etc. Students 

can also use LLMs-based chatbots to find news or other information. LLMs-

based chatbots can also be set up for international students and staff to provide 

multilingual information to students. In addition, LLMs can generate offers or 

advertisements of learning opportunities based on various factors, such as 

target audience, age group, gender, location, etc. 

Another potential application is the automated tagging of learning 

resources to provide metadata for effective management and efficient discovery 

of learning resources [42]. LLMs can be used to develop solutions for automated 

or semiautomated generation of metadata fields from learning resources using 

explicitly defined metadata standards. It will significantly facilitate the 

implementation of personalized learning or intelligent tutoring systems by 

making it easier to find appropriate learning content without human 

intervention. 

Support in tutoring and mentoring 
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Generative AI (GenAI) can power intelligent tutoring systems that provide 

personalized guidance and support to students. These systems can analyze 

student responses, identify misconceptions, and generate customized 

explanations or additional practice materials to address individual learning 

needs. AI tutors can adapt their teaching strategies based on student progress 

and learning styles, creating a more effective and tailored learning 

environment. The integration of LLMs into existing learning management 

systems (LMS) can provide tutoring or mentoring support to students as an 

educational chatbot. One such example is the “tech4compKI,” a Federal 

Ministry of Education and Research (BMBF)-funded project of the Educational 

Technology Lab, DFKI Berlin, where students ask questions and LLM-

supported chatbot “BiWi AI Tutor” retrieves information from material 

(structured knowledge of the module, learning material from lectures and 

seminars as well as organized information) and analyzes it to answer questions. 

Support in collaborative and remote learning 

Generative AI (GenAI) can simulate a collaborative learning environment 

by acting as a peer to provide support in various collaborative learning tasks, 

such as peer discussion, to explore a research question or a discussion topic. 

These models can give immediate feedback on writing artifacts or generate new 

ideas through peer discussion. One example is PEER (Plan, Edit, Explain, 

Repeat), a collaborative language model trained to imitate the entire writing 

process. The model can draft, make suggestions, propose edits, and explain its 

actions. The model also uses self-learning techniques to adapt to new areas of 

learning while demonstrating strong performance in different domains and 

editing tasks [43]. The use of GenAI models in online education systems has the 

potential to transform remote and group learning by providing interactive, 

responsive, and tailored responses to each student. In group and remote 

learning environments, GenAI models can provide a structure for discussion, 

offer real-time feedback, and give personalized guidance to students, thereby 

increasing student engagement and participation while adapting to the 

dynamic nature of group discussions and debates. For example, LLMs can be 

used to manage conversations and balance the preferences of group members in 

collective decision-making tasks (such as scheduling meetings) with fair 

consideration for all participants by extracting individual preferences and 

suggesting options that satisfy most group members [44]. 

Summary 

In particular, GenAI holds great promise for education through 

personalized learning, automated content generation, virtual tutoring, language 

learning, creativity enhancement, and automated assessment. However, it also 
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underscores the importance of addressing the imperfection and environmental 

impact of GenAI technologies and the necessity of continuous evaluation and 

adaptation to leverage GenAI responsibly and effectively in educational 

contexts. Effective implementation requires seamless integration of GenAI into 

existing curricula, training of teachers, addressing ethical concerns, design with 

a focus on student needs, and continuous evaluation of the impact on 

educational outcomes. 

Additionally, it addresses ethical concerns and the necessity for robust 

policy frameworks to ensure equitable access and prevent misuse of AI 

technologies in education. The authors emphasize the aim of guiding educators 

and policymakers in making informed decisions to leverage GenAI to improve 

educational outcomes and foster a more inclusive, adaptive, and future-ready 

learning environment. 
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