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Abstract: Sum of the total number of particles up to time n for
branching Galton-Watson processes. This article considers limit theorems for
sums of the total number of particles for branching processes.
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Let's suppose that the random variable u,,; Consists of the sum of u,
ug,)m , J=1,u; Random variables ug,)lﬂ Is independent of j and identically
distributed with u,,., , SO

€Y) (2) (n1)
u — { Uiper T Hipe T F 'ul,nl+1 , >0
n+1

0 , U1 =0
Where u,(lj) Is independent and identically distributed with w, [5].
If fi(s) is defined as the generating function of MS*:, (S € [0,1]) u; Then

, taking into account above , the generating function of u,, Is equal to
£2(8) = fi f(f - fu(8)) ) = fi(famic(8)) = fric (fic(5)) ,

n—1

fo(s) = s, fu(s) = MSHn,

U, n-the number of particles.

If we donate by

fot U+ F g+ =p (2)

The number of particles in all periods , then the generating function of (1) is
equal to MS* = F(S),F(1) =1or F(1) <1 , thatis, u can be finite or infinite. In
particular, if we donate by E,(S) The generating function of u, + u; + -+ u,, , then
the relation

Fr1(S) = Sf(E.(S)) (2)

Is indicated, where f(s) = f,(s), as a result, the generating function of (1)

Is equal to F(S) = Sf(F(S)) In n - +oo (Hawkins, Ulam, Good, Otter,Harris
[2]).

u can be learned by using (1) and (2) .
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Works that were considered important results for (1) by Duoss, O,V,Viskov,
Boyd [3] can be cited [2]:

Plpg+pm+tup+=J/uo=3=i§""p(&+&++&=j-1) (3)

Where, &; Is independent and identically distributed with u, . This theorem
is very important for the critical and subcritical cases , and for the supercritical case
j goes to the infinity.

(1) ()

It is known that studying u in (3) leads to studying pu;” + )

, Where , uik),k =1, Is independent and identically distributed with u,. This in turn
leads to the study of a sums of independent and lattice identically distributed
random variables of x, x5, ..., x, .

It is known that S, =x;+x,+ -+ x, Is also lattice distributed and the
B,(k) = P(S,, = na + kh) probability is studied, where h is a maximum step, a is a

real number.

If we enter symbols Z,, = ‘miﬂ , A, = MS,, B2 =DS,

n
Thenin 0 < Dx; < 400 andn — oo

2
Bap (k)= —Le 3 S0 ()
h Vam
Relation is evenly performed with respect to k [4]
Theorem 1. If u, Is a Poisson distributed branching process with maximum
step h , then under the condition My, <1,Du, < +o ,

An equivalent theorem to (4) can be given for

P(ugl) + ugz) + -+ ,uij) = aj + kh) , and the proof of this theorem is done as

(4).
If u, Branching process has a distribution function and
In relation Mu, <1,Du,; < +oo |, if the relation
R i LT

ViDps

Has a density function P;(x) Then in order for j — oo da

2

P,(x) — \/%e_x? -0 (5)

To be valid in j — oo, itis necessary to have a n, Satisfying P, (x) <o ,

Where ,ugk),k =1,J Are independent and identically distributed ,having the
distribution as u, .
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